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Abstract

We consider the problem of hyperparameter tun-
ing in training neural networks with user-level
differential privacy (DP). Existing approaches
for DP training (e.g., DP Federated Averaging)
involve bounding the contribution of each user’s
model update by clipping them to a fixed norm.
However there is no good a priori setting of
the clipping norm across tasks and learning set-
tings: the update norm distribution depends on
the model architecture and loss, the amount of
data on each device, the client learning rate, and
possibly various other parameters. In this work,
we propose a method wherein instead of using
a fixed clipping norm, one clips to a value at a
specified quantile of the distribution of update
norms, where the value at the quantile is itself es-
timated online, with differential privacy. Exper-
iments demonstrate that adaptive clipping to the
median update norm works well across a range
of federated learning problems, eliminating the
need to tune any clipping hyperparameter.

1. Introduction
Deep learning has become ubiquitous, with applications as
diverse as image processing, natural language translation,
and music generation (Szegedy et al., 2015; He et al., 2015;
Vinyals et al., 2015; Briot et al., 2017). Deep models are
able to perform so well in part due to their ability to make
use of vast amounts of data for training. However, recent
work has shown that it is possible to extract detailed infor-
mation about individual training examples using only the
parameters of a trained model (Fredrikson et al., 2015; Wu
et al., 2016; Shokri et al., 2017; Carlini et al., 2018; Melis
et al., 2018). When the training data potentially contains
privacy-sensitive user information, it becomes imperative
to use learning techniques that limit such memorization.

Differential privacy (DP) (Dwork et al., 2006a;b) is widely
considered a gold standard for bounding and quantify-
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ing the privacy leakage of sensitive data when performing
learning tasks. Intuitively, DP prevents an adversary from
confidently making any conclusions about whether some
users’ data was used in training a model, even given access
to arbitrary side information. The formal definition of DP
depends on the notion of neighboring datasets: we will re-
fer to a pair of datasets D,D′ ∈ D as neighbors if D′ can
be obtained from D by adding or removing one element.

Definition 1.1 (Differential Privacy). A (randomized) algo-
rithm M : D → R with input domain D and output range
R is (ε, δ)-differentially private if for all pairs of neighbor-
ing datasets D,D′ ∈ D, and every measurable S ⊆ R:

Pr (M(D) ∈ S) ≤ eε · Pr (M(D′) ∈ S) + δ.

where probabilities are with respect to the coin flips of M .

Following McMahan et al. (2018), we define two common
settings of privacy corresponding to two different defini-
tions of neighboring datasets. In example-level DP, datasets
are considered neighbors when they differ by the addition
or removal of a single example (Chaudhuri et al., 2011;
Bassily et al., 2014; Abadi et al., 2016b; Papernot et al.,
2017; Wu et al., 2017; Papernot et al., 2018; Iyengar et al.,
2019). In user-level DP, neighboring datasets differ by the
addition or removal of all of the data of one user (McMa-
han et al., 2018). User-level DP is the stronger form, and
is preferred when one user may contribute many training
examples to the learning task, as privacy is protected even
if the same privacy-sensitive information occurs in all the
examples from one user. In this paper, we will describe the
technique and perform experiments in terms of the stronger
user-level form, but we note that example-level DP can be
achieved by simply giving each user a single example.

To achieve user-level DP, we employ the Federated Averag-
ing algorithm (McMahan et al., 2017), introduced as a de-
centralized approach to model training in which the train-
ing data is left distributed on user devices, and each training
round aggregates updates that are computed locally. On
each round, a sample of devices are selected for training,
and then each selected device performs potentially many
steps of local SGD over minibatches of its own data, send-
ing back the model delta as its update.

Bounding the influence of any user in Federated Averaging
is both necessary for privacy and often desirable for stabil-
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ity. If left unbounded, any user can potentially cause the
learned system to overfit to its data. One way to bound
the influence of users is to cap the total L2 norm of its
gradient update: if the update norm is greater than some
C, it gets “clipped” to C before being aggregated. Since
such clipping also effectively bounds the sensitivity of the
aggregate with respect to the addition or removal of any
user’s data, adding noise to the aggregate is sufficient for
achieving a central differential privacy guarantee for the
update (Chaudhuri et al., 2011; Bassily et al., 2014; Abadi
et al., 2016b). Standard composition techniques can then be
used to extend the per-update guarantee to the final model
(Mironov, 2017).

Setting an appropriate value for the clipping threshold C
is crucial for the utility of the private training mechanism.
Setting it too low can result in high bias since we discard
information contained in the magnitude of the gradient.
However setting it too high would entail the addition of
more noise, because the amount of Gaussian noise added
to achieve a given level of privacy must be proportional to
the clipping norm (L2 sensitivity), and this will eventually
destroy model utility. Thus setting C either too high or too
low can adversely affect the utility of the learned model.
This effect was observed empirically by McMahan et al.
(2018), and the clipping bias-variance tradeoff is theoret-
ically analyzed and shown to be an inherent property of
differentially private learning by Amin et al. (2019).

Learning large models using the Federated Averaging/SGD
algorithm (McMahan et al., 2017; 2018) can take thou-
sands of rounds of interaction between the central server
and the clients. The norms of the updates can vary as the
rounds progress. Using a constant clipping threshold (and
constant noise) throughout the learning process can result
in decreased utility of the system. Prior work (McMahan
et al., 2018) has shown that decreasing the value of the clip-
ping threshold after training a language model for some ini-
tial number of rounds actually results in increased accuracy
of the system. However, the behavior of the norms can be
difficult to predict without prior knowledge about the sys-
tem, and if it is difficult to choose a fixed clipping norm for
a given learning task, it is even more difficult to choose a
parameterized clipping norm schedule.

While there has been substantial work on DP techniques
for learning, almost every technique has hyperparameters
which need to be set appropriately for obtaining good util-
ity. Besides the clipping norm, learning techniques have
other hyperparameters which might interact with privacy
hyperparameters. For example, the server learning rate in
DP SGD might need to be set to a high value if the clipping
threshold is very low, and vice-versa. Such tuning for large
networks can have an exorbitant cost in computation and
efficiency, which can be a bottleneck for real-world sys-

tems that involve communicating with millions of samples
for training a single network. Tuning may also incur an ad-
ditional cost for privacy, which needs to be accounted for
when providing a privacy guarantee for the released model
with tuned hyperparameters (though in some cases, hyper-
parameters can be tuned using the same model and algo-
rithm on a sufficiently-similar public proxy dataset).

Related Work DP-SGD has been the focus of many re-
cent works (Chaudhuri et al., 2011; Bassily et al., 2014;
Abadi et al., 2016b; Wu et al., 2017). Privacy amplification
via subsampling was introduced in (Kasiviswanathan et al.,
2011). The moments accountant, which tightly bounds the
privacy loss of the Guassian mechanism when used with
amplification via subsampling, was introduced by Abadi
et al. (2016a). It was further extended in (McMahan et al.,
2018) to incorporate estimating heterogeneous sets of vec-
tors from batches of subsamples. The technique of Feder-
ated Averaging was introduced in (McMahan et al., 2017),
and was subsequently used in (McMahan et al., 2018) to
train recurrent language models with user-level differen-
tial privacy. Pichapati et al. (2019) propose a method for
coordinate-wise adaptive clipping for DP-SGD, however it
also contains a hyperparameter (h2) that is difficult to tune.

Several works have studied the problem of privacy-
preserving hyperparameter tuning. An approach based on
target accuracy was provided in (Gupta et al., 2010), which
was further improved in terms of privacy cost and compu-
tational efficiency in (Liu and Talwar, 2018). A method
based on data splitting was provided in (Chaudhuri et al.,
2011), whereas one based on satisfying certain stability
conditions was introduced in (Chaudhuri and Vinterbo,
2013). These prior works all focused on the general prob-
lem of parameter search, whereas we aim to automatically
adjust the value of a parameter in iterative procedures to
eliminate the need for tuning.

Contributions In this paper, we describe a method for
adaptively tuning the clipping threshold to track a given
quantile of the update norm distribution during training.
We explore the implications of using a fixed clipping norm
vs. our adaptive method via extensive experiments on six
public FL tasks, using a range of server learning rates and
levels of noise. The experiments indicate that on five of
the six tasks, adaptive clipping to the median update norm
performs as well as any fixed clip chosen in hindsight.

2. Private adaptive quantile clipping
In this section, we will describe the adaptive strategy that
can be used for adjusting the clipping threshold so that it
comes to approximate the value at a specified quantile.

LetX ∈ R be a random variable, let γ ∈ [0, 1] be a quantile
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Figure 1. Impact of clipping without noise. Performance of the unclipped baseline compared to five settings of γ, from γ = 0.1
(aggressive clipping) to γ = 0.9 (mild clipping). The values shown are the evaluation metrics on the validation set averaged over the last
100 rounds. Note that the y-axes have been compressed to show small differences, and that for EMNIST-AE lower values are better.

to be matched. For any C, define

`γ(C,X) =

{
(1− γ)(C −X) if X ≤ C,
γ(X − C) otherwise.

which implies

∇`γ(C,X) =

{
(1− γ) if X ≤ C,
−γ otherwise.

Hence, E[∇`γ(C,X)] = (1−γ) ·Pr[X ≤ C]−γ ·Pr[X >
C] = Pr[X ≤ C]− γ.

For C∗ s.t. E[∇`γ(C∗, X)] = 0, we have Pr(X ≤ C∗) =
γ. Therefore, C∗ is at the γth quantile of X (Koenker and
Bassett Jr, 1978). Because the loss is convex and has gra-
dients bounded by 1, we can produce an online estimate of
C that converges to the γth quantile of X using online gra-
dient descent (see, e.g., Shalev-Shwartz (2012)). See Fig-
ure 2 for a plot of the loss function for a discrete random
variable that takes six values with equal probability.

Suppose at some round we have n samples of X , with val-
ues (x1, . . . , xn). The average derivative of the loss for that
round is

∇Lγ(C,X) =
1

n

n∑
i=1

{
(1− γ) if xi ≤ C,
−γ otherwise

=
1

n

(1− γ)
∑
i∈[n]

Ixi≤C − γ
∑
i∈[n]

Ixi>C


= b̄− γ,

where b̄ ≡ 1
n

∑
i∈[n] Ixi≤C is the empirical fraction of sam-

ples with value at most C. For a given learning rate ηC , we
can perform the update: C ← C − ηC(b̄− γ).

Geometric updates. Since b̄ and γ take values in the
range [0, 1], the linear update rule described above changes
C by a maximum of ηC at each step. This can be slow if C
is on the wrong order of magnitude. At the other extreme, if
the optimal value of C is orders of magnitude smaller than
ηC , the update can be very coarse, and may overshoot to be-
come negative. To remedy such issues, we propose the fol-
lowing geometric update rule: C ← C · exp(−ηC(b̄− γ)).
This update rule converges quickly to the true quantile even
if the initial estimate is orders of magnitude off. It also
has the attractive property that the variance of the estimate
around the true quantile at convergence is proportional to
the value at that quantile. In our experiments, we use the
geometric update rule with ηC = 0.2.

2.1. Adaptive quantile clipping

Let n be the number of users in the population, and q ∈
(0, 1] be the user selection probability, so the expected
number of users in a sample is qn. Let γ ∈ [0, 1] denote the
target quantile of the norm distribution at which we want to
clip. For iteration t ∈ [T ], let Ct be the clipping threshold,
and ηC be the learning rate. LetQt be set of users sampled
in round t. Each user i ∈ Qt will send bti along with the
usual model delta update ∆t

i, where bit bti = I||∆t
i||2≤Ct .
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Figure 2. Loss functions to estimate the 0th, 50th, 75th, and 100th

quantiles for a random variable that uniformly takes values in
{15, 25, 28, 40, 45, 48}. The loss function is the average of con-
vex piecewise-linear functions, one for each value. For instance,
for the median (γ = 0.5), this is just `γ(C,X) = 1

2
|X − C|,

whereX is the random value, andC is the estimate. When we av-
erage these functions, we arrive at the yellow function in the plot
showing the average loss, which indeed is minimized by any value
between the middle two elements, i.e., in the interval [28, 40]. The
function for γ = 0.75 is minimized at C = 45 because for values
in [40, 45), the quantile is less than γ while for values in [45, 48)
the quantile is greater than γ.

We define the loss for user i in the tth round as

`γ(Ct,∆t
i) =

{
(1− γ)(Ct − ||∆t

i||2) if ||∆t
i||2 ≤ Ct,

γ(||∆t
i||2 − Ct) otherwise.

Then define

L(Ct) =
1

qn

∑
i∈Qt

`(Ct,∆t
i),

and
b̄t =

1

qn

∑
i∈Qt

bti.

As E[|Qt|] = qn, b̄t is an unbiased estimate of the frac-
tion of unclipped updates in the tth round. Thus, we have
∇L(Ct) = (1 − γ)b̄t − γ(1− b̄t) = b̄t − γ. Observe that
if b̄t = γ, then ∇L(Ct) = 0.

However, we can’t use b̄t directly, since it may reveal pri-
vate information about the magnitude of users’ updates. To
remedy this, we add Gaussian noise to the sum:

b̃t =
1

qn

(∑
i∈Qt

bti +N (O, σ2
b )

)
.

Since both the average update and the clipped fraction are
estimated with the Gaussian mechanism, we can analyze

Algorithm 1 DPFedAvg-M with adaptive clipping

function Train(q, γ, ηc, ηs, ηC , z, σb, β)
Initialize model θ0, initial clipping bound C0

z∆ ←
(
z−2 − (2σb)

−2
)−1/2

for each round t = 0, 1, 2, . . . do
Qt ← (sample users with probability q)
for each user i ∈ Qt in parallel do

(∆t
i, b

t
i)← FedAvg(i, θt, ηc, C

t)
σ∆ ← z∆C

t

∆̃t = 1
qn

(∑
i∈Qt ∆t

i +N (0, Iσ2
∆)
)

∆̄t = β∆̄t−1 + (1− β)∆̃t

θt+1 ← θt + ηs∆̄
t

b̃t = 1
qn

(∑
i∈Qt bti +N (O, σ2

b )
)

Ct+1 ← Ct · exp
(
−ηC(b̃t − γ)

)
function FedAvg(i, θ0, η, C)
θ ← θ0

G ← (user i’s local data split into batches)
for batch g ∈ G do
θ ← θ − η∇`(θ; g)

∆← θ − θ0

b← I||∆||≤C
∆′ ← ∆ ·min

(
1, C
||∆||

)
return (∆′, b)

the combined mechanism on model updates and clipped
counts using the technique described by McMahan et al.
(2018) for multiple vector groups. Considering the clipped
counts bti to be just another vector group with norm at
most 1, the effective noise multiplier1 of the combined
mechanism is z =

(
z−2

∆ + σ−2
b

)−1/2
. Expressed another

way, to achieve a target effective combined noise multi-
plier of z, one can set the noise multiplier on the updates to
z∆ =

(
z−2 − σ−2

b

)−1/2
.

This analysis can be tightened a bit with a slight concep-
tual change to the algorithm: instead of sending an indica-
tor bti ∈ {0, 1}, we imagine shifting each bti by one half
so that it equals -0.5 if the update is unclipped and 0.5 if
it is clipped. Then the server can add 0.5 after averaging
to determine b̃t for the clip update. This reduces the sen-
sitivity of the clipped count query to 0.5, so the noise on
the updates needed for equivalent privacy to fixed clipping
decreases slightly to

z∆ =
(
z−2 − (2σb)

−2
)−1/2

. (1)

1The privacy cost of one round of DP-FedAvg (without adap-
tive clipping) is fully specified by the sampling fraction q along
with the ratio z∆ = σ∆/C. We call this quantity the “noise mul-
tiplier” because when Ct is variable, it determines the amount of
noise to add on that iteration: σt∆ = z∆C

t.



Differentially Private Learning with Adaptive Clipping

In practice, we recommend using a value of σb = qn/20.
Since the noise is Gaussian, this implies that the error
|b̃t − b̄t| will be less than 0.1 with 95.4% probability, and
will be no more than 0.15 with 99.7% probability. Even
in this unlikely case, assuming a geometric update and a
learning rate of ηC = 0.2, the error on the update would be
a factor of exp(0.2 × 0.15) = 1.03, a small deviation. So
this default gives high privacy for an acceptable amount of
noise in the quantile estimation process. Using Eq. 1, we
can compute that to achieve an effective combined noise
multiplier of z = 1, with qn = 100 clients per round, the
noise multiplier z∆ is approximately 1.005. So we are pay-
ing only a factor of 0.5% more noise on the updates for
adaptive clipping with the same privacy guarantee. These
constants (σb = qn/20 and ηC = 0.2) are what we use in
the experimental results.

The clipping norm can be initialized to any value C0 that is
safely on the low end of the expected norm distribution.
If it is too high and needs to adapt downward, a lot of
noise may be added at the beginning, which may swamp
the model. However there is not much danger in setting
it quite low, since the geometric update will make it grow
exponentially until it matches the true quantile. In our ex-
periments we use an initial clip of 0.1 for all tasks. It is
easy to compute that with a learning rate of ηC = 0.2 and
a target quantile of γ = 0.5, if every update is clipped, it
would only take about 25 rounds for the quantile estimate
to increase by a factor of ten.

The DPFedAvg algorithm with adaptive clipping is shown
in Algorithm 1. We augment basic federated averaging
with server momentum, which improves convergence (Hsu
et al., 2019; Reddi et al., 2020). Note that since the momen-
tum update is computed using privatized estimates of the
average client delta, privacy properties are unchanged when
momentum is added. We also experimented with adaptive
learning rates, but found that they were less effective when
noise is added for DP, perhaps because the noise causes the
preconditioner vt to become large prematurely.

3. Experiments
To empirically validate the approach, we examine the be-
havior of our algorithm on six of the public benchmark fed-
erated learning tasks defined by Reddi et al. (2020). Two
of the tasks derived from StackOverflow data (SO-NWP
and SO-LR) are ideal for DP research due to the very
high number of users (342k) making it possible to train
models with good user-level privacy without sacrificing
accuracy. The other four tasks (CIFAR-100, EMNIST-
AE, EMNIST-CR, SHAKESPEARE) are smaller research
datasets. They are representative learning tasks, but not
representative population sizes for real world cross-device
FL applications. We focus on establishing that adaptive

Task T z qn
CIFAR-100 4000 0.705 2350
EMNIST-CR 1500 0.573 573
EMNIST-AE 3000 0.69 2290
SHAKESPEARE 1200 0.57 570
SO-NWP & SO-LR 1500 0.855 8550

Table 1. Noise multiplier z and number of clients per round qn
necessary to achieve (5, 10−9)-DP with less than 5% model per-
formance loss if each task had a population of 1M. T is the num-
ber of training rounds used in our experiments (following Reddi
et al. (2020)).

clipping works well with 100 clients per round on these
tasks in the regime where the noise is at a level such that
utility is just beginning to degrade. Under the assumption
that a larger population were available, one could increase
the number of clients per round and increase the level
of noise to achieve comparable utility with high privacy.
This should not significantly affect convergence (indeed, it
might be beneficial) since the only effect is to increase the
number of users in the average ∆̃t, reducing the variance.
Table 1 shows the number of clients per round with which
our experiments indicate we could achieve (5, 10−9)-DP
for each dataset with acceptable model performance loss
(less than 5% relative to non-private training, as discussed
later) if each dataset had 1M clients.

The code used in our experiments is available at [see sup-
plementary review material].

3.1. Baseline client and server learning rates

Reddi et al. (2020) provide optimized client and server
learning rates for federated averaging with momentum that
serve as a starting point for our experimental setup. For
almost all hyperparameters (model configuration, evalua-
tion metrics, client batch size, total rounds, etc.) we repli-
cate their experiments, but with two changes. First, we in-
crease the number of clients per round to 100 for all tasks.
This reduces the variance in the updates to a level where we
can reasonably assume that adding more clients is unlikely
to change convergence properties (McMahan et al., 2018),
giving us confidence that our results on the smaller datasets
would still hold if it were possible scale up the number of
clients as just discussed. Second, as shown in Algorithm
1 we use unweighted federated averaging, thus eliminating
the need to set yet another difficult-to-fit hyperparameter:
the expected total weight of clients in a round.

Since these changes might require different settings, we re-
optimize the client and server learning rates for our baseline
with no clipping or noise. We ran a small grid of 25 con-
figurations for each task jointly exploring client and server
learning rates whose logarithm (base-10) differs from the
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Figure 3. Evolution of the adaptive clipping norm at five different quantiles (0.1, 0.3, 0.5, 0.7, 0.9) on each task with no noise. The norms
are estimated using geometric updates with ηC = 0.2 and an initial value C0 = 0.1.

Task ηc ηs Cmin Cmax

CIFAR-100 0.1 0.32 0.75 2.2
EMNIST-CR 0.032 1.0 0.28 0.85
EMNIST-AE 3.2 1.78 0.22 0.95
SHAKESPEARE 1.0 0.32 0.25 3.6
SO-NWP 0.18 1.78 0.30 1.6
SO-LR 320.0 1.78 16.0 135.0

Table 2. The optimal client and server learning rates (Sec. 3.1)
for each task and chosen values of minimum and maximum fixed
clips (Sec. 3.2).

values in Table 10 of Reddi et al. (2020) by { -½, -¼, 0, ¼,
½}. The optimal baseline client and server learning rates
for our experimental setup are shown in Table 2.

Because clipping (whether fixed or adaptive) reduces the
average norm of the client updates, it may be necessary to
use a higher server learning rate to compensate. Therefore,
for all approaches with clipping—fixed or adaptive—we
search over a small grid of five server learning rates, scal-
ing the values in Table 2 by {1, 101/4, 101/2, 103/4, 10}.
For all configurations, we report the best performing model
whose server learning rate was chosen from this small grid
on the validation set. On no configuration was the optimal
server learning rate as high as 10 times the baseline, indi-
cating that this grid is large enough. Note that this mod-
est retuning of the server learning rate is only necessary
because we are starting from a configuration that was op-
timized without clipping. In practice, as we will discuss

in Section 4, we would recommend that all hyperparameter
optimization should be done with adaptive clipping enabled
from the start, eliminating the need for this extra tuning.

We first examine the impact of adaptive clipping without
noise to see how it affects model performance. Figure 1
compares baseline performance without clipping to adap-
tive clipping with five different quantiles. For each quan-
tile, we present the best performing model after tuning over
the five server learning rates mentioned above on the val-
idation set. On three tasks (CIFAR-100, EMNIST-AE,
SO-NWP) clipping actually improves performance rela-
tive to the unclipped baseline. On SHAKESPEARE and SO-
LR performance is slightly worse, but we can conclude that
adaptive clipping to the median generally fares well com-
pared to not using clipping across tasks. It is worth em-
phasizing that for our primary goal, training with DP, using
some form of clipping is essential.

3.2. Fixed-clip baselines

We would like to compare our adaptive clipping approach
to a fixed clipping baseline, but comparing to just one fixed-
clip baseline may not be enough to demonstrate that adap-
tive clipping consistently performs well. Instead, our strat-
egy will be to show that quantile-based adaptive clipping
performs as well or nearly as well as any fixed clip chosen
in hindsight. If we can first identify clipping norms that
span the range of normal values during training on each
problem/configuration, we can compare adaptive clipping
to fixed clipping with those norms.
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Figure 4. Performance of adaptive clipping with five settings of γ for each of five effective noise multipliers z. Note that the y-axes have
been compressed to show small differences, and that for EMNIST-AE lower values are better.

To that end, we first use adaptive clipping without noise
to discover the value of the update norm distribution at
the following five quantiles: {0.1, 0.3, 0.5, 0.7, 0.9}. Then
we choose as the minimum of our fixed clipping range the
smallest value at the 0.1 quantile over the course of train-
ing, and as the maximum the largest value at the 0.9 quan-
tile. Plots of the update norms during training on each of
the tasks are shown in Figure 3.

On each task there is a ramp up period where the clipping
norm, which is initialized to 0.1 for all tasks, catches up to
the correct norm distribution. Thus we disregard norm val-
ues collected until the actual fraction of clipped counts b̄t

on some round is within 0.05 of the target quantile γ. The
chosen values for the minimum and maximum fixed clips
for each task are shown in Table 2. Our fixed-clipping base-
line uses five fixed clipping norms logarithmically spaced
in that range. Here we are taking advantage of having
already run adaptive clipping to minimize the number of
fixed clip settings we need to explore for each task. If we
had to explore over the entire range knowing only the end-
points across all tasks (0.22, 135.0) at the same resolution,
we would need nearly four times as many clips per task.

For each value of noise multiplier z ∈ {0, 0.01, 0.03, 0.1}
we trained using the five fixed clipping norms and compare
to adaptive clipping with the five quantiles (0.1, 0.3, 0.5,
0.7, 0.9). Note that for the fixed clipping runs z∆ = z; that
is, for fixed clip C, the noise applied to the the updates has
standard deviation zC. As discussed in section 2.1, on the
adaptive clipping runs z∆ is slightly higher due to the need
to account for privacy when estimating the clipped counts.

3.3. Comparison of fixed and adaptive clipping

Validation set results with adaptive clipping are shown in
Figure 4 and with fixed clipping in Figure 5. These charts
show that we have identified the noise regime in which per-
formance is beginning to degrade. There is always a trade-
off between privacy and utility: as the amount of noise
increases, eventually performance will go down. For the
purpose of this study we consider more than a 5% relative
reduction in evaluation metric to be unacceptable. There-
fore for each task, we look at the level of noise z∗ at which
the evaluation metric on the validation set is still within 5%
of the value with no noise, but adding more noise would
degrade performance beyond 5%. Given z∗ for each task,
we then choose C∗ to be the fixed clip value that gives best
performance on the validation set.

For our final test set evaluation, we compare adaptive clip-
ping to the median to fixed clipping at C∗. The results are
in Table 3. On most tasks, clipping to the median gives
nearly the same performance as the best fixed clip chosen
in hindsight. Only on SO-LR the best fixed clip does per-
form somewhat better. This task seems to be unusual in
that best performance comes from very aggressive clipping.
However, looking at Figure 5 (and noting the scale of the
y axis), on this task more than the others, getting the exact
right fixed clip is important. The development set recall@5
value of 55.1 corresponds to the optimal fixed clip of 16.0.
The next larger fixed clip of 27.3 gave a recall of only 51.8,
and larger clips fared even worse. So an expensive hyper-
parameter search may be necessary to even get close to this
high-performing fixed clip value.
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Figure 5. Performance of fixed clipping with five settings of C for each of five noise multipliers z. Note that the y-axes have been
compressed to show small differences, and that for EMNIST-AE lower values are better.

Task z∗ C∗ adaptive fixed
CIFAR-100 0.03 0.98 55.1 55.1
EMNIST-CR 0.10 0.37 85.0 84.8
EMNIST-AE 0.03 0.32 0.080 0.083
SHAKESPEARE 0.10 0.95 56.4 56.3
SO-NWP 0.01 0.30 24.4 24.4
SO-LR 0.01 16.0 51.5 56.1

Table 3. For each task, with the maximum noise possible before
performance begins to significantly degrade (z∗), the best fixed
clip (C∗) chosen on the development set, and the test set per-
formance of adaptive clipping to the median compared to fixed
clipping to C∗. In practice, finding the best fixed clipping norm
would require substantial additional hyperparameter tuning.

4. Conclusions and implications for practice
In our experiments, we started with a high-performing non-
private baseline with optimized client and server learning
rates. We then searched over a small grid of larger server
learning rates for our experiments with clipping (adaptive
or fixed). This is one way to proceed in practice, if such
non-private baseline results are available. More often, such
baseline learning rates are not available, which will neces-
sitate a search over client learning rates as well. In that
case, it would be beneficial to enable adaptive clipping to
the median during that hyperparameter search. The advan-
tage of clipping relative to the unclipped baseline observed
on some tasks could only increase if the other hyperparam-
eters such as client learning rate were also chosen condi-
tioned on the presence of clipping.

Although the experiments indicate that adaptive clipping to
the median yields generally good results, on some prob-

lems (like SO-LR in our study) there may be gains to be
had from tuning the target quantile. It would require adding
another dimension to the hyperparameter grid, exponen-
tially increasing the tuning effort, but even this would be
preferable to tuning the fixed clipping norm from scratch,
since the grid can be smaller: we obtained good results on
all problems exploring over only five quantiles, but the up-
date norms in the experiments range over three orders of
magnitude, from a minimum of 0.22 to a maximum of 135.

Combining our results with the lessons taken from (McMa-
han et al., 2018) and (Reddi et al., 2020), the follow-
ing strategy emerges for training a high-performing model
with user-level differential privacy. We assume some non-
private proxy data is available that may have comparatively
few users n′, as well as that the true private data has enough
users n that the desired level of privacy is achievable.

1. With adaptive clipping to the median enabled, us-
ing a relatively small number of clients per round
(qn′ ≈ 100), and a small amount of noise (z = 0.01),
search over client and server learning rates on non-
private proxy data.

2. Fix the client and server learning rates. Still using the
non-private data and low value of qn′, train several
models increasing the level of noise z until model per-
formance at convergence begins to degrade.

3. To train the final model on private data, set q ← qñ
n

so that the expected number of clients per round is
unchanged and performance is likely to be the same.
Now if (q, z) is still too small for the desired level of
privacy, set q ← qR and z ← zR for some R such
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that the privacy target ε is achieved.2 Finally, train the
private model using that value of q and z.

By eliminating the need to tune the fixed clipping norm hy-
perparameter which interacts significantly with the client
and server learning rates, the adaptive clipping method pro-
posed in this work exponentially reduces the work neces-
sary to perform the expensive first step of this procedure.

2Here we employ our assumption that n is sufficiently large,
since q cannot exceed 1.
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Scalable private learning with pate. arXiv preprint
arXiv:1802.08908, 2018.

Venkatadheeraj Pichapati, Ananda Theertha Suresh, Fe-
lix X. Yu, Sashank J. Reddi, and Sanjiv Kumar. Adaclip:
Adaptive clipping for private sgd, 2019.

Sashank Reddi, Zachary Charles, Manzil Zaheer, Zachary
Garrett, Keith Rush, Jakub Konečný, Sanjiv Kumar, and
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