
Collaborative Filtering: To provide personalized recommendations via crowdsourcing. 

Examples:

An iterative process, having two major steps in every iteration 𝑡:

1. Local (user-side) computation: Each user 𝑖 ∈ [𝑚] computes the error of her 

incomplete row 𝑋𝑖 from her predicted row 𝑌𝑖
𝑡, and 

sends the covariance of the error to a central server.

2. Global (server-side) computation: The server adds Gaussian noise 𝑁(0, 𝜎𝟙𝑛×𝑛) to the 

sum of the error covariances, computes a global

rank-1 update via SVD, and releases it publicly so 

that each user can update her own prediction row.

- 𝑚 = number of users, 𝑛 = number of items

- Unless specified, we sample ≈ 80 ratings per user, and each rating ∈ 0,5

- We design a variant of the Frank-Wolfe algorithm for matrix completion.

- We make it amenable for user-level Joint DP by splitting the 

iterative update step into 2 parts, local (user-side) computation 

and global (server-side) computation. 

- We provide the privacy and utility guarantees for it.

- We demonstrate its performance on a variety of benchmark 

datasets, showing that

- it provides nearly the same accuracy as the state-of-the-art 

non-private algorithm, and

- it outperforms the existing state-of-the-art private matrix 

completion method [MM’09] by as much as 30%.

Users may not prefer to reveal what movies they saw

- Or how much they liked them!

Our Goal: To provide personalized recommendations using crowdsourced data

while ensuring user-level differential privacy (DP).
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Differentially Private Matrix Completion, Revisited

Matrix Completion: Given an incomplete matrix 𝑋 ⊂ 𝑌, output 𝑌′, such that 𝑌′ ≈ 𝑌.

Joint DP [KPRU’14]: Mechanism 𝐴:𝐷𝑚 → 𝑇 is (𝜖, 𝛿)-Joint DP if for all neighboring datasets 

𝑥, 𝑥∗ ∈ 𝐷𝑚, and for all 𝑖 ∈ [𝑚], for all sets of outcomes 𝑆−𝑖 ⊆ 𝑇−𝑖,

𝑃 𝐴−𝑖 𝑥 ∈ 𝑆−𝑖 ≤ 𝑒𝜀𝑃 𝐴−𝑖 𝑥
∗ ∈ 𝑆−𝑖 + 𝛿.

Here, 𝐴−𝑖(𝑋) = output of 𝐴 on input 𝑋 without user 𝑖’s output.

Distinction from standard DP [DMNS’06]:

- Under Joint DP, 𝐴’s output for user 𝑖 can depend arbitrarily on 𝑖’s input.

Consequence: Better personalized recommendations! 

1. Privacy guarantee:
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Here, Ω is the set of non-zero indices in 𝑋.

Source: www.linkedin.com/pulse/recommender-systems-how-does-
amazon-make-money-dr-mustansar-ali

Amazon Google Play

Source: en.softonic.com/articles/google-play-
updates-with-personalized-recommendations

Netflix

Source: dataconomy.com/2015/03/an-
introduction-to-recommendation-engines/

- Assumption: 𝑌 has low-rank (or, bounded nuclear norm).
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Synthetic dataset
𝑌 = 𝑢𝑣𝑡𝑟, where

𝑢 = 0,1 𝑚×1, 𝑣 = 0,1 𝑛×1,
𝑚 = 500𝑘, 𝑛 = 400,

each rating ∈ [0,1]

Jester dataset
𝑚 ≈ 73𝑘, 𝑛 = 100 jokes,

No sampling of ratings

MovieLens10M
(Top 400)
𝑚 ≈ 70𝑘,

𝑛 = 400 most rated movies

Netflix (Top 400)
𝑚 ≈ 474𝑘,

𝑛 = 400 most rated movies

Yahoo (Top 400)
𝑚 ≈ 995𝑘,

𝑛 = 400 most rated songs

Legend for all the plots


