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1. PRIVATE ALGORITHM FOR CLASSIFICATION QUERIES 2. FROM PRIVATE PREDICTIONS TO A PRIVATE CLASSIFIER

INTRODUCTION DP LEARNING: VIA BLACK-BOX TRANSFORMATIONS
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e Often requires knowledge about the structure of H
e Often yields error with dependence on size of H, even for simple model classes,
e.g., learning thresholds [BNSV’15]
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